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6. Linear Filtering of a Random Signal
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d Our goal Is to study the output process
statistics in terms of the input process
statistics and the system function.



Deterministic System

Deterministic Systems

‘/\

Memoryless Systems Systems with Memory

Y (t) = g[X (t)] / S \
Time-varying Time-Invariant Linear systems
s T Y (1) = LIX (1)

. /

Linear-Time Invariant
(LTI) systems

X()—| ht) |—Y®=[ ht-1)X(z)dr

LTI system = [ “h(x)X (t-7)dz.= X (t) *h(t)



Memoryless Systems

The output Y(t) In this case depends only on the
present value of the input X(t). i.e.,Y(t)=g{X({)} .

Strict-sense ict-
system y PUt.
i Need not be
e Memoryless stationary in
stationary input > svstem > y
y any sense.
X(t) stationary Y (1) stationary,but
Gaussian with | Memoryless _ not Gaussian with
system

R, (7) Ry (1) =1R,, (7).




Linear Time-Invariant Systems

Time-Invariant System
Shift in the input results in the same shift in
the output.

Y () = LEX (0} = LEX (- t,)3=Y (t—t,)

Linear Time-Invariant System
A linear system with time-invariant property.

[ smdt=1  ht)=L{5®)} A h(t) Impulse
response of
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S\ —
T v ‘
Flg 14.5 |mpu|se

Impulse
response



Linear Filtering of a Random Signal

X (1)

A ¢ = LTI

arbitrary

X(t)=] "X(r)s(t-7)dr

Y (1)

input

Y (1)

[

A Y (t)

Y (t) =

= L{X®}=L{[ X(r)5(t-r)dr}

= [ "L{X (1) (t-7)d}
=[ "X (r){5(t-1)}dr

T

=[ "X (@)h(t-r)dr = [ "h(r)X(t-7)dr.

\\f/\/\ g

[ "n(t-r)X(r)dz

[ "n(r)X(t-r)dr

7 By Linearity

By Time-invariance



Theorem 6.1
ELY ()] = E_th(z)xa—f)df} ~ [ ho)ELX (t-)]dz

= E[X(®)]*h(t)




Theorem 6.2

1T the input to an LTI filter with impulse response h(t) is a
wide sense stationary process X(t), the output Y(t) has the
following properties:

(@) Y(t)isa WSS process with expected value

autocorrelation functi o0
i SELY (0] = uy [ h(r)dr

(b) X(t) and Y(t) aIEstEijtIy: \A}@sﬁza j!ve H&fﬁis(ﬁfﬁ'iﬂ{}'j didv

(c) The output autocorrelation is related to the 1/0
cross-correlation by

Ry (7) = [ h(U)Ry (z —u)du [= Ry (r) * h()

R, (r) = [ h(-W)R,y (r —w)dw
=Ry (r)*h(-7)




Example 6.1

X(t), a WSS stochastic process with expected value
1y = 10 volts, is the input to an LTI filter with

L 0<t<0.1
h(t) = o 0<t O Sec,
0 otherwise.

What is the expected value of the filter output process
Y(t) ?
Sol :  Ans: 2(e®>-1) V



Example 6.2

A white Gaussian noise process X(t) with autocorrelation
function Ry, (7) = ny0 (7 ) is passed through the moving-
average filter

1/T 0<t<T,
h(t) = .
0 otherwise.

For the output Y(t), find the expected value E[Y(t)], the 1/0
cross-correlation R,y (7 ) and the autocorrelation R, (7).
Sol :
IT 0<7<T, T—|z)/T? <T,
Tlo R, (¢) = {770( ‘T‘) ‘T‘

Ans: R,y (7)=
e (7) {O otherwise. 0 otherwise.



Theorem 6.3

I T a stationary Gaussian process X(t) is the input toan LTI
Filter h(t) , the output Y(t) is a stationary Gaussian process

with expected value and autocorrelation given by

Theorem 6.2.



Example 6.3

For the white noise moving-average process Y(t) in
Example 6.2, let 7,=10" W/Hz and T = 103 s. For an

arbitrary time t,, find P[Y(t,) > 4x10°°].
SOl: Ans: Q(4) = 3.17x10°5




Theorem 6.4

The random sequence X, is obtained by sampling the
continuous-time process X(t) at a rate of 1/T_ samples per
second. 1T X(t) is a WSS process with expected value
E[X(t)] = i« and autocorrelation Ry (7 ), then X, is a WSS
random sequence with expected value E[X,] = 1, and
autocorrelation function Ry [K] = Ry (KT.,).




Example 6.4

Continuing Example 6.3, the random sequence Y, is obtained
by sampling the white noise moving-average process Y(t) at
a rate of T, = 10* samples per second. Derive the
autocorrelation function Ry [n] of Y.

=0l 10°@-0.4n)) |n|<10,
0 otherwise.

Ans : RY[n]:{



Theorem 6.5

1T the input to a discrete-time LTI filter with impulse
response h, is a WSS random sequence, X, the output Y,

has the following properties.
(a) Y, i1s a WSS random sequence with expected value

and autocorrelation function

py = E[Y, 1=y Zh

N=—o0

(b) Y, and X, are jointly WSS with 1/0 cross-correlation

R[] =Y ihithx[nH— il

(c) The output autocorrelation is related to the 170 cross-

correlation by 0 _
Ryy[N] = Z hRy[n—1]

|=—c0

Ry[n] = i Ry [n—1].

|=—c0



Example 6.5

A WSS random sequence, X, with 1, = 1 and auto-
correlation function Ry[n] is the input to the order M-1
discrete-time moving-average filter h, where

( r

1/M n=01---,M -1,
h =1 _ and R, [n]=-
0 otherwise,

o N b
> 5
i
+ O
N

=1
%
N

§ \

For the case M = 2, find the following properties of the
output random sequence Y, : the expected value y, the
autocorrelation R,[n], and the variance Var[Y,].

Sol :

-

3 n=0,

Rinl? =L

Ans.RY[n]_<1/2 \n\zz,
0 otherwise.



Example 6.6

A WSS random sequence, X, with 1, = O and auto-
correlation function Ry[n] = o 24, is passed through the order
M-1 discrete-time moving-average filter h, where

o 1/M n=01--- M -1,
"0 otherwise.

Find the output autocorrelation R, [n].

Sol :
2 _ 2 _
Ans: R [n]=1{° (M =|n))/M ‘”‘S(M 1),
0 otherwise.



Example 6.7

A first-order discrete-time integrator with WSS input
sequence X, has output Y = X, + 0.8Y,_ ;. What is the
Impulse response h, ?

Sol :

08" n=012,---
0 otherwise.

Ans : RY[n]:{



Example 6.8

Continuing Example 6.7, suppose the WSS input X, with
expected value 1, = 0 and autocorrelation function

(1 n=0,
Ry[N]=<05 |n|=1,
0 |nz2

Is the input to the first-order integrator h, . Find the
second moment, E[Y, %], of the output.



Theorem 6.6

1T X, Is a WSS process with expected value x4 and auto-
correlation function R,[k], then the vector has correlaﬁ'on
n

matrix and expected value given by
R)?n E[Xn]
Rx [0] Rx [1] o Rx [M _1]_ 1]
_ R, [1 R, [0 : _ .
R, o R RGO e -l
; ; " R, [1] 1
_Rx [M —1] Ry [1] Ry [0] | o

where X, =[X, .. X, v., -+ X,]" isthe M -dimensional vector.
R., = EXX]]



Example 6.9

The WSS sequence X, has autocorrelation function R,[n] as
given in Example 6.5. Find the correlation matrix of

Sol >Z33:[X30 Xy Xy X33]- 4 n=0,
R,[n]=42 n=41,
0 |n[>2




Example 6.10

The order M-1 averaging filter h, given in Example 6.6 can
be represented by the M element vector

| 1/ M
o h:—h1-~ﬂﬁm{
The input is M 0
V4 j— e o o T
The output vectog( - [XO Xl X,Lthln '
7 T
Y = [Yo Y, Yiim —2]
| YO ] | hO 11 ><0 ]
Y1 hM—l ho Xy
YL—l hM—l hO ><L—M
_YL+M—2_ L hM —l_J L ><L—l .
v ; :

n=01--- M -1
otherwise.



