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TESTS OF HYPOTHESIS (HYPOTHESIS TESTING)

Hpothesis testing or siguificance testing 15 a method for testing a clam or hyporaess about
3 DArAIeter 10 A papulation, usiag data meastved 0 4 sample




There are followmg steps of hypothesis testing:

Step 1: State the hypothesis. A researcher states a null hypothesis about a value in the population
(H,) and an alternative hypothesis that contradicts the mull hypothesis.

Step 2: Set the criteria for a decision. A criterion 15 set upon which a researcher will decide whether
to retain or reject the value stated in the null hypothesis.

A sample 1 selected from the population and a sample mean 15 measured

Step 3: Compute the test statistic. This will produce a value that can be compared to the criterion
that was set before the sample was selected.

Step 4: Make a decision. If the probability of obtaining a sample mean 1s less than 5% when the
null 1s true, then reject the null hypothesis.

If the probablity of obtaining a sample mean 1s greater than 5% when the null is true. then retain
the null hypothesis.




GOODNESS OF FIT TESTS

The gooduess of fit of  statistical model describes how well i fits a set of observations.

Measures of goodness of fit typically summarize the discrepancy befween observed
Values and the value expected under the model i question.




A zoodness of fit test 15 a statistical hypothests test which provides helpful gwidance for
evaluating the suitability of a potential tmput mode

This 15 used 1o assess formally whether the observations Xy, X, ... X are an mdependent

sanple from a particular distribution with distribution function F.

The nul and the alternate hypothests may be set as follows:

H, - The observation follow a specrfic statistical distrabution, for example, Normal (mean = 10
standard deviation = 1)

H, - The observation do not follow the distibution spectfied m H,,
A hypothesis test sufferers from two types of ertor as given i Table 4.3




Decision H) is true H is fulse

Fail to reject H, No error Make type II error
Reject Hj Make type I error No error

Before proceeding with a discussion of several specific goodness of fit tests, we should understand
the formal structure and properties of these tests.

Nore:

Failure to reject H should not be interpreted as “accepting Hj, as being true.”

Goodness of fit tests are not very useful for small to moderate sample sizes. These tests are
unlikely to reject any candidate distribution for small sample size. On the other hand, if sample size
1s very then these tests will almost always reject H,,.

Nore:

The sensitivity of the test also depends on the sample size.




Chi-square Test

The oldest goodness of fit hypothesis test is the chi-square test. This test 1s valid for large sample
sizes and for both discrete and continuous distributional assumptions when parameters are estimated
by maximum likelihood. This test may be viewed as a formal comparison of the histogram of the
data to the shape of the candidate density or probability mass function. There are following steps
of chi-square test.

Step 1: We must first divide the entire range of the observed data into & adjacent intervals [a,. a,].
[alr GZ]: [aZB a?,].* [ak_]_: ak]

Step 2: Calculate the number of observations in each intervals. O; 1s the number of observations
m the iy interval [a, . a/].

Step 3: Calculate the expected number of observations in the iy interval (£;). The expected number
(expected frequency) for each class interval is calculated as E; = np; where p, is the theoretical
hypothesized probability associated with the 7y class interval.

e For a continuous distribution

P; = f S(x)dx
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o For a discrete distribution

Pi = Z P(Tj)
a;-_lsixjﬁai

where p s the mass function of the fitted distribution.
Step 4: Finally. the test statistic 15 given by

k
) O-E (424

: E

i=l I
The test statistic follows chi-square distribution with & —s— 1 degrees of freedonm. where &= number
of mfervals used and s = number of parameters estimated from the data,

Nore:

A large value of 4% indicates a poor fit. Therefore, we reject Hy it 1% is too large, We would expect
1* to be small if the fit were good.




