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DISCRETE DISTRIBUTION

o Discrete distribution is shown in Table 5.2.

Table 5.2

Discrete distribution

Bernoulli distribution: The » Bemoulli trials are called a Bernoulli process if the trials
are independent. each trial has only two possible outcomes (success or failure). and the
probability of a success remain constant from trial to trial thus

P(Ilg Xos e xn) =p1(.‘-[1) 'pg(xg) p”(ﬁ'm) ---(S-T)
r xj:l,,j:l,,z,,..._.n
and pj{a}) = p(xj) =3l-p=¢ x;=0,j=L2....n ..(5.8)
0 otherwise
for one trial. the distribution given i equation (5.8) is called the Bemoulli distribution.
¢ Mean of XJ are calculated as follows:
E[X}]Zﬁ-q+l-p=p -(5.9)
¢ Variance of X; are calculated as follow:

o =0 @)+ (1> p)] - p* = p(1 - p) (5.10)




Binomial Distribution: The random wariable X that denotes the number of successes in
77 Bernoulli trials has a binomial distribution given by pix). when
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O, othervwise
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- Mean FIX) =p +p + ... + p = np ..(5.12)

- Wariance 63 = pg + pg + ... + pg = npg -..(5.13)

Poisson Distribution: The Poisson probability mass function is given by

e o™ e Parameter o = average
= x = > > 1

p(x) = <1 > number of events occuring

within the interval

[0 otherwise

o 0. --(5.14)
- Mean E[X] = w ..(5.15)

- Wariance G,Zl_ = L ... (5.16)

MNote: Mean and variance are equal in Poisson distribution.

The cumulative distribution function CDF is given by
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Geometric distribution: The geometric distribution is related to a sequence of Bernoulli
trials. Random wariable X is defined as the number of trials required to achieve the first
suuccess. The distribution of X is given by

a—1
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otherwise

where g = 1 — p
- Mean E[X] ..(5.18)

Wariance szr e - (5.19)

MNegative Binomial Distributions: The negative binomial distribution is the distmibution
of the number of trials until the & success for K = 1. 2. ... . If ¥ has a negative binomial
distribution with parameters p and &K, then the distribution of ¥ is given by

7 s —1 L -
("‘ ]q—" E, K =K. K +1, K +2....
20
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0] otherwise
Mean E[¥] = K/'p (5.21)
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CONTINUOUS DISTRIBUTION

Continuonus distribution is showmn in Table 5.3

Table 5.3

Continnons distriburion

Exponential Distribution: A random wariable X is said to be exponentially distributed with
parameter /A if its pdf is ziven by

P x=0
e — _ (5.24)
O, otherwise
where # is a rate: arrivals per hour or service per minute.
The exponential distribution has been used to model interarrival times when arrivals are
completely random and to model service time that are highly wariable.

Mean FE[LX] ; --.(5.25)

WVariance Gf .-.(5.26)
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Note: The mean and standard deviation are equal in exponential distribution. I

Normal Distribution: A random variable X with mean — =0 = |1 = =20 and variance Gi has
a normal distribution if it has the pdf

2
5= 1 _Afx—p _ e .

PDF of the mormal distmibution i1s showmn in Fig. 5.4

I3
Fig. 5.4 PDF of the normal distribution.




TUniform Distribution: A random wariable X is uniformly distributed on the interwval
(. H) if its PDF is given by

O _—. a=x=5 (5.28)

otherwise

MMean E[X] = — . A5.29)

- WVariance GE, = = - . A5.30)

Weibull Distribution: The random vwvariable X has a Weibull distribution if its PDF has

the forim
B x—w Bl r—v B
Iy = E[ o eXp[i[ o B =N L(5.31)
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otherwise

where scale parameter o = 0. shape parameter [ = 0 and location parameter —=o == W == =2

Mean ELX] v+ ol (% + 1) - (5.32)
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Lognormal Distribution: A random wvariable X has a lognormal distribution if irts PDF is
=iven by
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o otherwise
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Mean E[X] = "+ 2 A5.35)

2 2
Wariance oz = 7M7Y (& —1) .{5.36)

MNote: The parameter L and Gi are not the mean and wvariance of the lognormal.

If the mean and wvariance of the lognormal to be p, and G% respectively. then the

parameters |1 and G§ are given by
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POISSON DISTRIBUTION

The Poisson distribution was first derived 1 1837 by the French mathematictan Stmeon Denis
Poisson Whose main work was on the mathematical theory of electrictty and magnetism.

The Potsson probability mass function 15 given by
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0 otherwise

where o > 0.




o The cumnlative distibution fumcton 1§ gven by

o=
g
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